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Fig. 1.—Synchrotron spectrum of a relativistic shock with a power-law
electron distribution. (a) Fast cooling, which is expected at early times (t !

). The spectrum consists of four segments, identified as A, B, C, and D. Self-t0
absorption is important below . The frequencies, , , and , decrease withn n n na m c a

time as indicated; the scalings above the arrows correspond to an adiabatic
evolution, and the scalings below, in square brackets, correspond to a fully
radiative evolution. (b) Slow cooling, which is expected at late times ( ).t 1 t0
The evolution is always adiabatic. The four segments are identified as E, F,
G, and H.

, where ; and an exponential cutoff for21/2n(g ) P ª n n 1e n

. The maximum emissivity occurs at and is given byn(g ) ne c

.Pn,max
To calculate the net spectrum from a power-law distribution

of electrons, we need to integrate over . There are now twoge
different cases, depending on whether or .g 1 g g ! gm c m c

Let the total number of swept-up electrons in the postshock
fluid be . When , all the electrons cool3N 5 4pR n/3 g 1 ge m c

down to roughly , and the spectral power at is approxi-g nc c

mately . We call this the case of fast cooling. The fluxN Pe n,max
at the observer, , is given byFn

1/3(n/n ) F , n 1 n,c n,max c
21/2F 5 (n/n ) F , n 1 n 1 n , (7)n c n,max m c{ 21/2 2p/2(n /n ) (n/n ) F , n 1 n ,m c m n,max m

where and is the observed2n { n(g ) F { N P /4pDm m n,max e n,max
peak flux at distance D from the source.
When , only those electrons with can cool.g 1 g g 1 gc m e c

We call this slow cooling, because the electrons with ,g ª ge m

which form the bulk of the population, do not cool within a
time t, and we have

1/3(n/n ) F , n 1 n,m n,max m
2(p21)/2F 5 (n/n ) F , n 1 n 1 n , (8)n m n,max c m{ 2(p21)/2 2p/2( ) ( )n /n n/n F , n 1 n .c m c n,max c

The typical spectra corresponding to fast and slow cooling
are shown in Figures 1a and 1b. The low-energy part of these
spectra has empirical support even within the GRB itself (Co-
hen et al. 1997). In addition to the various power-law regimes
described above, self-absorption causes a steep cutoff of the
spectrum at low frequencies (Katz 1994; Waxman 1997b; Katz
& Piran 1997a). For completeness, we show this regime in
Figure 1, but we shall ignore it for the rest of this Letter since
it does not affect either the optical or the X-ray radiation in
which we are interested.

3. HYDRODYNAMIC EVOLUTION AND LIGHT CURVES

The instantaneous spectra do not depend on the hydrody-
namic evolution of the shock. The light curves at a given fre-
quency, however, depend on the temporal evolution of various
quantities, such as the break frequencies and and the peakn nm c

flux . These depend, in turn, on how g and scale as aF Nn,max e

function of t.
We limit the discussion here to a spherical shock of radius
propagating into a constant surrounding density n. WeR(t)

consider two extreme limits for the hydrodynamic evolution
of the shock: either fully radiative or fully adiabatic. In a ra-
diative evolution, all the internal energy generated in the shock
is radiated. This requires two conditions to be satisfied: (1) the
fraction of the energy going into the electrons must be large,
i.e., , and (2) we must be in the regime of fast cooling,e r 1e

.g ! gc m

In the adiabatic case, the energy E of the spherical shock is
constant and is given by (Blandford &2 3 2E 5 16pg R nm c /17p

McKee 1976; Sari 1997). In the radiative case, the energy varies
as , where . Here23 1/3E / g g ˘ (R/L) L 5 [17M/(16pm n)]p

(Blandford & McKee 1976; Vietri 1996; Katz & Piran 1997a)
is the radius at which the mass swept up from the external
medium equals the initial mass M of the ejecta (we used

instead of in order to be compatible with the adiabatic17/16 3/4
expression and to enable a smooth transition between the two);

we write M in terms of the initial energy of the explosion via
, where is the initial Lorentz factor of the ejecta.2M 5 E/g c g0 0

In both the adiabatic and radiative cases, there is a simple
relation connecting R, g, and t: , where the nu-2t 5 R/cg ct

merical value of varies between ª3 and ª7 depending onct
the details of the hydrodynamic evolution and the spectrum
(Sari 1997, 1998; Waxman 1997c; Panaitescu & Mészáros
1997). For simplicity, we use for all cases. We then2t ˘ R/4g c
have the following hydrodynamic evolution equations,

1/4(17Et/4pm nc) , adiabatic,pR(t) ˘ (9)1/7{(4ct/L) L, radiative,

5 3 1/8(17E/1024pnm c t ) , adiabatic,pg(t) ˘ (10)23/7{(4ct/L) , radiative.

Using these scalings and the results of the previous section,
we can calculate the variation with time of all the relevant
quantities. For an adiabatic evolution,

12 23/2 21/2 21 21/2n 5 2.7# 10 e E n t Hz,c B 52 1 d

14 1/2 2 1/2 23/2n 5 5.7# 10 e e E t Hz,m B e 52 d

5 1/2 1/2 22F 5 1.1# 10 e E n D mJy, (11)n,max B 52 1 28

where is the time in days, ergs, is n in units52t E 5 E/10 nd 52 1

time (d)

freq (Hz)
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Fig. 2.—Synchrotron light curve (ignoring self-absorption). (a) High-
frequency case ( ). The four segments that are separated by the criticaln 1 n0
times, , , and , correspond to the spectral segments in Fig. 1 with thet t tc m 0
same labels (B, C, D, and H). The observed flux varies with time as indicated;
the scalings within square brackets are for radiative evolution (which is re-
stricted to ), and the other scalings are for adiabatic evolution. (b) Low-t ! t0
frequency case ( ).n ! n0

of , and cm. For a fully radiative evolution,23 28cm D 5 D/1028
the results are

13 23/2 24/7 4/7 213/14 22/7n 5 1.3# 10 e E g n t Hz,c B 52 2 1 d

14 1/2 2 4/7 24/7 21/14 212/7n 5 1.2# 10 e e E g n t Hz,m B e 52 2 1 d

3 1/2 8/7 28/7 5/14 22 23/7F 5 4.5# 10 e E g n D t mJy, (12)n,max B 52 2 1 28 d

where we have scaled by a factor of 100: .g g { g /1000 2 0
The spectra presented in Figure 1 show and for typicaln nc m

parameters. In both the adiabatic and radiative cases, de-nc
creases with time slower than . Therefore, at sufficiently earlynm
times, , i.e., fast cooling, while at later times, , i.e.,n ! n n 1 nc m c m

slow cooling. The transition between the two occurs when
at :n 5 n tc m 0

2 2210e e E n days, adiabatic,B e 52 1t 5 (13)0 7/5 7/5 4/5 24/5 3/5{4.6e e E g n days, radiative.B e 52 2 1

At , the spectrum changes from fast cooling (Fig. 1a) tot 5 t0
slow cooling (Fig. 1b). In addition, if , the hydrodynamice r 1e

evolution changes at this stage from radiative to adiabatic (see
also Mészáros, Rees, & Wijers 1997). If , the evolutione K 1e

would have been adiabatic throughout. If during the fast-cool-
ing phase ( ) is somewhat less than unity, then only at ! t e0 e

fraction of the shock energy is lost to radiation. The scalings
will be intermediate between the two limits of fully radiative
and fully adiabatic discussed here.
During radiative evolution, the shock’s energy decreases

with time. When a radiative shock switches to adiabatic evo-
lution at time , it is necessary to use the reduced energy,t 5 t0

, to calculate the subsequent adiabatic evolution. The finalEf,52
energy, , is related to the initial energy, , of the fireballE Ef,52 i,52
by

23/5 23/5 4/5 24/5 22/5E 5 0.022e e E g n . (14)f,52 B e i,52 2 1

Once we know how the break frequencies, and , and then nc m

peak flux, , vary with time, we can calculate the lightFn,max
curve. Consider a fixed frequency . It follows from15n 5 10 n15
equations (11) and (12) that there are two critical times, andtc
, when the break frequencies, and , cross the observedt n nm c m

frequency n:

26 23 21 22 227.3# 10 e E n n days, adiabatic,B 52 1 15t 5c 27 221/4 22 2 213/4 27/2{2.7# 10 e E g n n days, radiative,B 52 2 1 15

(15)

1/3 4/3 1/3 22/30.69e e E n days, adiabatic,B e 52 15t 5m 7/24 7/6 1/3 21/3 27/12 21/24{0.29e e E g n n days, radiative.B e 52 2 15 1

(16)

There are only two possible orderings of , , and , namely,t t tc m 0
and . We define the critical frequency,t 1 t 1 t t ! t ! t0 m c 0 m c

:n 5 n (t ) 5 n (t )0 c 0 m 0

11 25/2 21 21 23/21.8# 10 e e E n Hz, adiabatic,B e 52 1n 50 12 219/10 22/5 24/5 4/5 211/10{8.5# 10 e e E g n Hz, radiative.B e 52 2 1

(17)

When , the ordering applies, and we refer ton 1 n t 1 t 1 t0 0 m c

the corresponding light curve as the high-frequency light curve.
Similarly, when , we have , and we obtain then ! n t ! t ! t0 0 m c

low-frequency light curve.
Figure 2a depicts a typical high-frequency light curve. At

early times, the electrons cool fast and . Ignoringn ! n ! nc m

self-absorption, the situation corresponds to segment B in Fig-
ure 1, and the flux varies as . If the evolution1/3F ª F (n/n )n n,max c

is adiabatic, is constant and . In the radiative case,1/6F F ª tn,max n

and . Figure 2a also depicts the scalings23/7 21/3F ª t F ª tn,max n

in the other segments, which correspond to C, D, and H in
Figure 1, and can be derived in a similar fashion. Figure 2b
shows the low-frequency light curve, corresponding to .n ! n0
Here there are four phases in the light curve, corresponding to
segments B, F, G, and H. The time dependences of the flux
are also shown.

4. DISCUSSION

The main results of this Letter are summarized in Figures 1
and 2, along with the scalings given in equations (11)–(17).
It is well known that the flux at the peak of the synchrotron

spectrum is independent of time in the slow-cooling limit for
adiabatic hydrodynamic evolution (Katz 1994; Mészáros &
Rees 1997). We have shown in this Letter that the peak flux

time (days) Sari et al 1998
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Figure 5. Multiband model fits for GRB010222. Points : observed data. Solid line : our model. (a) Radio and X-ray light curves. The 4 GHz light curve and the
1018 Hz X-ray light curve are offset by 0.01 and 0.1 mJy, respectively, for the ease of viewing. The flattening seen in radio light curves (panel a) are due to the
flux of the starburst host SMM J14522+4301 (see text for details). (b) Optical BVRI light curves, appropriately offset to avoid clustering. (c) X-ray spectrum
at ∼1 d from BeppoSAX along with the model.

Our model with p1 ∼ 1.5 and q ∼ 1.3 reproduces the observed light curve decay indices before and after the jet break. We assume
νc to be below both optical and X-ray bands at ∼0.5 d and ν i to be above the X-ray bands. Along with the extinction in the host galaxy
(E(B − V) = 0.03; starburst-type extinction law by Calzetti (1997)), this reproduces the observed optical and X-ray spectrum.

A model with q of 1.0 and ν i in X-ray bands reproduces the data fairly well (Bhattacharya & Resmi 2004) and also explains the spectral
steepening seen towards the X-ray band. (The X-ray spectral index derived by in’t Zand et al. 2001 using the Beppo-SAX data is steeper than
that in the optical bands.) However, our best fit is obtained when q is 1.3, not when it is unity. A higher q requires a steeper p1 to reproduce
the light curves decay indices as δ1 and δ2 decrease as q increases. The best fit with q = 1.3 (Fig. 5) requires that ν i > νX.

We calculated the IC emission for these parameters, and found that it is negligible at the X-ray frequencies. We obtain a peak flux fp of
1.04 mJy and the peak frequency νm of ∼200 GHz, at the time of the break. From these fit parameters, we infer an isotropic equivalent energy
of 5.9 × 1052n1/5

0 erg, a jet opening angle of 2.◦1n1/10
0 , and a total energy of 3.6 × 1049n2/5

0 erg. An upper limit of 105 is estimated for ξ . The
best-fitting model along with the observations are displayed in Fig. 5. The spectral parameters and physical parameters are listed in Tables 4
and 5, respectively.

We note that a model assuming continuous energy injection by Björnsson et al. (2002) can also reproduce the observed evolution of this
afterglow. Another explanation for the achromatic break observed around ∼0.5 d is the non-relativistic transition of the fireball (Masetti et al.
2001), but such an early non-relativistic transition would require a very high ambient medium density (n ∼ 106 atom/cc for the observed
fluence of this burst) which would have suppressed the radio flux to nano-Jansky levels.

7.2 GRB020813

GRB020813 was detected by HETE-II (Villasenor et al. 2002) at a redshift of 1.26 (Price et al. 2002). The optical afterglow of this burst, like
GRB010222, exhibited a shallow decay and an early break (α1 ∼ 0.8, tb ∼ 0.5 d in optical, (Covino et al. 2003)). The X-ray observations
started after the optical break, the light curve exhibited a single power-law decay consistent with the post-break optical decay (αo ∼ 1.4
(Covino et al. 2003), αX ∼ 1.4 (Butler et al. 2003)). The optical photometric spectral index, corrected for Galactic absorption was ∼0.9
(Covino et al. 2003) and the X-ray spectral index was ∼1.0 (Butler et al. 2003) with no absorption column in excess of the Galactic value of
7.5 × 1020 cm−2.

C⃝ 2008 The Authors. Journal compilation C⃝ 2008 RAS, MNRAS 388, 144–158
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Table 4. Fit parameters of the three modelled afterglows, given around the time of jet break.

Fit parameters GRB010222 GRB020813 GRB041006

p1 1.47+0.004
−0.003 1.40+0.007

−0.004 1.29–1.32

p2 2.04−0.01
+1.76 ∼ 2.1 >2.2

q 1.3 ± 0.06 1.3 ± 0.05 0.95–1.14
νm Hz 2.24+9.4

−0.65 × 1011 3.99+1.58
−0.95 × 1012 (1.2–3.0) × 1012

νc Hz 9.03+0.37
0.36 × 1013 2.33+0.14

−0.28 × 1013 (1.0–2.0) × 1014

νi Hz >1019 >5 × 1019 >2.4 × 1020

fp mJy 1.037+0.01
−0.108 1.35+0.025

−0.065 (0.37–0.49)

tj d 0.56+0.035
−0.033 0.48 ± 0.03 0.17–0.24

E (B − V) (host) 0.035+0.005
−0.0035 mag 0.03+0.006

−0.003 mag 0.01–0.05 mag

Host galaxy B band 25.64+0.5
−0.25 mag – –

Host galaxy V band 26.29+0.25
−0.5 mag – –

Host galaxy R band 25.83+0.25
−0.3 mag – –

Host galaxy I band 25.59 ± 0.25 mag – –
Host galaxy 8.46 GHz 25+25

−19 µJy – –

Host galaxy 4.86 GHz 20+59
−10 µJy – –

Table 5. Derived physical parameters for the three afterglows. Since νa was not well constrained in all the
cases, the parameters are presented as a function of the ambient density n0, normalized to 1 atom/cc.

Physical parameters GRB010222 GRB020813 GRB041006

ϵe n
− p1

20
0 ∼1.0 ∼ 1.0 ∼ 0.8

ϵB n
3
5
0 0.027+0.001

−0.002 0.1+0.004
−0.007 0.07–0.14

ξ n
− 1

20
0 12.0+11.5

−3.9 × 104 >5.7 × 104 >2.0 × 104

Eiso n
− 1

5
0 erg 5.83+0.14

−1.0 × 1052 3.22+0.076
−0.175 × 1052 (2.0–4.0) × 1051

θ j n
− 1

10 ◦
0 2.◦0 ± 0.008 2.◦3 ± 0.05 1.◦7–2.◦8

Etot n
− 2

5
0 erg 3.60 ± 0.002 × 1049 2.2+0.4

−1.5 × 1049 (1.4–3.4) × 1048

The value of p obtained from the best-fitting model is 1.4, for a q of 1.3. The jet break occurs at around half a day. We assumed νc to
be ∼2.5 × 1013 Hz at the time of the break, below the optical bands, to satisfy the observed α and δ in both X-ray and optical frequencies.
The synchrotron peak frequency νm is around 4 × 1011 Hz at the time of the jet break and the peak flux fνm is ∼1.4 mJy. The self-absorption
frequency νa cannot be constrained using current observations. Our model requires additional extinction from the host, with rest frame AV of
0.09 corresponding to an E(B − V) of 0.04 and a starburst-type extinction law (Calzetti 1997).

The derived total energy of the burst is 3.6 × 1049n2/5
0 erg, confined in an opening angle of 2.◦3n1/10

0 . The upper limit on ξ is 104. The
polarisation light curve of this afterglow has been explained in terms of a structured jet (Lazzati et al. 2004). The light curve from a structured
jet viewed at an angle θ 0 hardly differs from that of a homogeneous jet with half-opening angle θ0 (Rossi, Lazzati & Rees 2002) (especially
for a jet structure described by a θ−2 power law). Hence, we can still safely assume the shallow power-law model for the electron energy
distribution within the jet, even though we are not using the structured jet calculations. However, the total energy calculations will be affected,
if the energy distribution is not homogeneous within the jet. If we assume that our inferred value of θ0, which according to Rossi et al. will
be the viewing angle, is approximately equal to the half-opening angle of the core of the structured-jet (Rossi et al. 2002), and if the actual
extent of the jet is 90◦, the energy inferred will be ∼9 times smaller than the true energy (see Rossi et al. for details).

The best-fitting model along with the observations is displayed in Fig. 6. The spectral parameters and physical parameters are listed in
Tables 4 and 5, respectively.

7.3 GRB041006

We have presented multiband modelling of this afterglow, which is yet another example of a p < 2 electron distribution, in another paper
(Misra et al. 2005). We therefore do not describe this in detail here. We assume the cooling frequency (νc) to be below the optical bands to
satisfy α of 0.5 and δ in the range of 0.6–0.7 simultaneously. There is no signature of steepening seen at the higher energy end of the spectrum

C⃝ 2008 The Authors. Journal compilation C⃝ 2008 RAS, MNRAS 388, 144–158
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Figure 6. GRB020813: best-fitting model along with the observations. (i) The top two curves in the left-hand side panel are radio flux in 8.46 and 4.86 GHz,
respectively. For ease of viewing, 4.86-GHz flux is multiplied by 0.01 mJy. The late time flattening in the 8-GHz data is not due to the presence of any host.
Such flattening is seen in the radio afterglows beyond a few days past the burst, and is suspected to be some non-standard behaviour (see Frail et al. 2004)
which is not taken care of by our code. The bottom curve in this panel is the X-ray light curve at 1.2 × 1018 Hz. (ii) The right-hand panel displays multiband
optical light curves. I band is offset by −5 mag while V band is offset by +5 mag.

from the available observations. Hence, we place ν i above the X-ray band. We compute the spectral evolution of the afterglow with these
basic assumptions. For the sake of completeness, we list the spectral and physical parameters from our model in Tables 4 and 5.

8 C O N C L U S I O N S

In GRB afterglows, as in other non-thermal sources, the shock accelerated electron spectrum at times assume a hard distribution (Leahy et al.
1989; Hoshino et al. 1992). However, almost all of the theoretical and modelling work in GRB afterglow physics, by default, assume a single
steep power law for the distribution of electrons in the downstream plasma. The presence of a p < 2 spectrum, in a minority of cases, has,
however, not received a fair share of attention. Calculations to derive the physical parameters of the burst in such cases are often not done
consistently. Early attempts to model GRB afterglows with hard electron energy spectrum had several loopholes.

We have, in this paper, followed the approach of parametrising the temporal evolution of γ i (thereby leaving room to account for different
possible physical processes that could determine γ i) as γ i ∝ #q (B01) and obtaining the afterglow flux decay index for different values of q.
We have obtained expressions to calculate the observables from the physical parameters of the system which in turn can be used to derive the
latter. We present multiband modelling of three afterglows, assuming ultra-relativistic expansion, and estimated their physical parameters.

For all these afterglows, we obtain good fits when q ! 1. The inferred lower limit of ξ is around 104. Within the present understanding of
particle acceleration physics, a mechanism which produces q ! 1 and ξ ∼ 104 is not known. However, future observations of GRB afterglows
in the high energy range which can be achieved by upcoming satellites GLAST and ASTROSAT will shed more light on these parameters. For
none of the three afterglows, the SSA frequency was well constrained. This left us with four observables and five unknowns, so we obtained the
physical parameters as a function of the assumed value of ambient medium density. Though all of these afterglows were bright in their γ -ray
output with isotropic equivalent energy in γ -rays ∼1052–1053 erg, the total kinetic energy derived from multiband modelling is relatively low
(∼1049 erg). This is partly due to the narrow beaming angle derived from an early jet break (for all the jets, θ is roughly 2.◦5). Perhaps kinetic
energy being an order of magnitude less than the energy output in radiation could be a trait associated with the presence of hard electron
energy spectrum. More afterglows and their detailed modelling is required to examine this possibility. Another significant characteristic of
all the three afterglows is a relatively low value of the synchrotron cooling frequency. While for most afterglows discussed in the literature,
νc remains above optical bands longer than a day after the burst, the three afterglows discussed here have, in our model, νc falling below the
optical band within 3 h.

The origin of the hard electron distribution is not yet clear. Different physical processes such as DSA (Achterberg et al. 2001), cyclotron
wave resonance (Hoshino et al. 1992) etc. are beginning to be explored in detail in the context of relativistic shocks. Simulations of Fermi
process in relativistic shocks including large angle scattering have resulted in hard electron energy spectra (Stecker, Baring & Summerlin
2007). Further developments in this area will hold the key to understanding the origin of the observed spectra of GRBs and their afterglows.
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Figure 3. Pop III GRB redshift probability density functions under the most
optimistic (solid line) and the most pessimistic (dashed line) Pop III SFRs.

evolution is a selection effect (Lu et al. 2012). GRBs with narrower
opening angles have a higher apparent brightness, and are therefore
visible from greater distances. At a high redshift, an observer is less
likely to see a GRB with a larger opening angle, so the population
of GRBs at that redshift would appear dominated by those with
smaller θ j. Lu et al. (2012) found using a simulated set of GRBs
that the apparent redshift-dependent θ j distribution could be repro-
duced if the intrinsic θ j distribution were lognormal, with median
eµ = 0.0537 and standard deviation σ = 0.6.

This median θ j is slightly lower than the fiducial value, but not
by an egregious amount. We therefore adopt this distribution in our
simulations.

3.4 Circumburst density n

From Panaitescu & Kumar (2002), Chevalier & Li (2004), Piro
et al. (2005) and Cenko et al. (2011), we take circumburst density
measurements of 12 GRBs, shown in Table 1.

Fitting to a lognormal distribution1 yields distribution parameters
eµ = 0.88 and σ = 3.5. The Kolmogorov–Smirnov (K–S) test of
the data to this distribution2 shows a 90 per cent probability that the
data came from this distribution. The distribution’s median value of
0.88 is not dissimilar to the fiducial density of 1.0 cm−3.

3.5 Electron energy index p

Previous studies have derived a larger number of p-values, as well
as possible distributions of this parameter. Several theoretical works
concluded that p should have a near-universal value of ∼2.2–2.3,
with very little variation (Achterberg et al. 2001; Lemoine & Pel-
letier 2003). Observationally, p varies much more widely, as seen
in Table 1.

A Gaussian distribution that fits the data in Table 1 has µ = 2.2,
σ = 0.4. The K–S test of this data against a distribution with these
parameters3 yields a 99 per cent probability that this data came from
such a distribution. Further, the mean of 2.2 is consistent with the
fiducial value of 2.3.

1 PYTHON 2.7.3, SCIPY 0.14.0 scipy.stats.lognorm.fit(data, floc = 0)
2 scipy.stats.kstest(data, ‘lognorm’, args = (3.5, 0, 0.88))
3 scipy.stats.kstest(data, ‘norm’, args = (2.2, 0.4))

Table 1. Observationally derived microphysical parameters of GRBs.

GRB Density (cm−3) p ϵe ϵB

970228 2.448

970508 0.752 2.292, 3, 8 0.191, 2, 3 0.16851, 2, 3, 6

971214 2.28

980329 2.693, 8 0.123 0.173

980519 0.142 2.872, 8 0.112 0.000 0352

980703 2.643, 8 0.273 0.00183

990123 0.00194 2.1352, 8 0.132 0.000 742

990510 0.294 1.9452, 8 0.0252 0.00522

991208 182 1.532 0.0562 0.0352

991216 4.72 1.362 0.0142 0.0182

000301C 274 1.432 0.0622 0.0722

000418 272 2.042 0.0762 0.00662

000926 224 2.582, 3, 8 0.1252, 3 0.04352, 3

010222 1.72 1.6952, 8 0.432 0.000 0672

011121 2.55 0.55

011211 35 2.45 0.00255 0.015

050801 2.649

050802 2.629

050904 0.03097

051109A 2.089

060124 2.029

060729 2.229

061121 1.889

090323 0.0710 0.008910

090328 2.2610 0.1110 0.001910

090902B 0.000 5610 2.2110 0.1310 0.3310

090926A 2.1310 0.3310 0.08110

1: Wijers & Galama (1999)
2: Panaitescu & Kumar (2002)
3: Yost et al. (2003)
4: Chevalier & Li (2004)
5: Piro et al. (2005)
6: van der Horst, Wijers & Rol (2005)
7: Gou, Fox & Mészáros (2007)
8: Starling et al. (2008)
9: Curran et al. (2009)
10: Cenko et al. (2011)
Notes. Where multiple references are given, the value shown is the numerical
average of the reference values.

3.6 Electron (ϵe) and magnetic (ϵB) energy fractions

Observationally derived values for ϵe are shown in Table 1. At first
glance, the values roughly conform to a slight variance around the
fiducial value of 0.1.

Using the K–S test, we find a 74 per cent probability that the ob-
served values of ϵe are from a lognormal distribution with eµ = 0.09
and σ = 1.2. The median value compares well with the fiducial ϵe

of 0.1.
Using the K–S test, we find a 98 per cent probability that the ϵB

values shown in Table 1 are from a lognormal distribution with
eµ = 0.012, σ = 2.6. We are again assured by the proximity of the
median to the fiducial ϵB of 0.01.

4 R ESULTS

With the parameter distributions described in Section 3, we use the
GRB afterglow model described in Section 2 to simulate GRBs from
Pop III stellar collapse. The probability distribution functions of the
parameters are used to generate pseudo-random values, which are
then fed into the simulation to produce light curves.
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fiducial value of 0.1.

Using the K–S test, we find a 74 per cent probability that the ob-
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values shown in Table 1 are from a lognormal distribution with
eµ = 0.012, σ = 2.6. We are again assured by the proximity of the
median to the fiducial ϵB of 0.01.
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With the parameter distributions described in Section 3, we use the
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Pop III stellar collapse. The probability distribution functions of the
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GRB121024A A&A 589, A37 (2016)

(a) Jet break: ⌫sa < ⌫m < ⌫c

(b) Jet break: ⌫m < ⌫sa < ⌫c

(c) Energy injection

Fig. 4. Broadband SEDs of the afterglow of GRB 121024A from the
radio to the X-ray regime for the three models described in Sect. 4. Blue
line: SED at t = 21.9 ks. Red line: SED at t = 109.0 ks. The dashed lines
represent the absorbed model, the solid lines the unabsorbed model. The
grey-shaded regions corresponds to the 1� limits of the model.

2. Microphysical and dynamical parameters: We include the
APEX, CARMA, and EVLA data in our analysis and fit

the data using a single, a double, or a triple broken power-
law model depending on each individual case (in the dou-
ble and triple broken power-law fits, we only consider sharp
breaks because the data at millimetre and radio frequencies
are insu�cient to constrain an additional free parameter i.e.,
smoothness). We use the standard formalism for a spherical
blast wave propagating into an external cold medium dur-
ing the slow cooling regime to derive all the micro-physical
and dynamical parameters (Mészáros & Rees 1997; Granot
& Sari 2002), and subsequently check for consistency with
the slow or fast cooling transition times.

Both spectral regimes, that is, ⌫c < ⌫Ks ⌫c > ⌫XRT, are explained
and analysed in detail in the following subsection. The former
corresponds to the jet in the light curve being associated with
a jet break without energy injection, and the latter corresponds
to the jet in the light curve associated with either the end of en-
ergy injection into the outflow or with a jet break with an on-
going energy injection during the whole evolution of the after-
glow (i.e. the ongoing energy injection is still visible until the
last observations).

4.1. ⌫
c

< ⌫K
s

: Jet break

Using the closure relations for a decelerating spherical blast
wave, we find that the measured temporal slope before the break
in the light curve is consistent with ⌫c < ⌫Ks for both ISM and
wind environments. This implies p = 1.73 ± 0.03, as � = p/2.
The only plausible scenario consistent with the measured ↵post
and � corresponds to a non-spreading uniform jet propagating
into a wind environment. We therefore associate the achromatic
break observed in the light curve with a jet break (Rhoads 1999;
Wiersema et al. 2014).

We proceed by including the post-break sub-mm and ra-
dio data in our analysis. The first broadband SED contains
GROND, XRT, and APEX data. The best fit to this is a bro-
ken power law with both Galactic and host extinction and ab-
sorption, with �2/d.o.f. = 3.6/5 (see Table 5). The measured
value of ⌫c = 1.5 ⇥ 1012 Hz is a lower limit because the APEX
measurement is an upper limit. The second broadband SED con-
tains XRT, GROND, CARMA, and EVLA detections. Two pos-
sible spectral sub-regimes in the slow cooling phase give a good
fit to the data: the cooling regime where ⌫sa < ⌫m < ⌫c, and
the one where ⌫m < ⌫sa < ⌫c. Because there are only a few
data points at radio wavelengths, it is di�cult to distinguish be-
tween these two cooling regimes. Therefore, we analysed both
cases.

When 1 < p < 2 (i.e. a hard electron spectrum), there is
more energy-per-decade in high-energy electrons. This distribu-
tion has important implications for the analysis of the physics
in the shock region, specifically requiring an additional high-
energy cut-o↵ in the electron population. We based our analy-
sis on the assumption of a proportionality between �m and �,
where � is the Lorentz factor of the shocked fluid. This implies
that �m is proportional to local temperature, which is physically
plausible since the non-thermal population is presumably accel-
erated out of a Maxwellian population. The upper cut-o↵ in the
electron distribution can be assumed to lie beyond the X-ray
band and does not need to be accounted for explicitly. ✏e can
no longer be interpreted as the fraction of energy in accelerated
electrons. Instead, it becomes a scale factor between � and �m,
according to �m = K ⇥ � with K = ✏̄e ⇥ mp/me (Mészáros
& Rees 1997). We followed the formalism used by Granot &
Sari (2002), who derived the flux equation using a full fluid pro-
file for the blast wave (Blandford & McKee 1976) and took the
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GRB 091127: �
opt

= 0.25, �
X

= 0.75

p = 1.5, q = 0.64 Zhang et al 2015

GRB 060908: �
opt

= 0.33 Covino et al 2010

A. Melandri et al. 2015: GRB 140515A

Fig. 5. Spectral energy distribution obtained with X-shooter
(red) and XRT data (black). We included also the radio detection
(green) of Laskar et al. (2014). Dashed lines mark the position
of the injection frequency (νi = 2 × 1012 Hz) and the cooling
frequency (νc ∼ 2 × 1016 Hz) expected for a pure synchrotron
model.

the GRB afterglow interactingwith the ambientmedium.A pow-
erful tool to investigate the nature of this variability is the com-
parison of the flux increase as a function of the temporal variabil-
ity of the peak with the regions of allowance for bumps in the af-
terglow on the basis of kinematic arguments (Ioka et al. 2005).
In Fig. 6 we portrayed the sample of early time (tpk ! 1 ks)
flares (Chincarini et al. 2010) and late time (tpk " 1 ks) flares
(Bernardini et al. 2011).

If we interpret the broad X-ray bump of GRB140515A as
a single long-lasting flaring episode it would occupy a different
regionwith respect to the observedX-ray flares since it is charac-
terised by a very long duration (∆t/tpk ∼ 50 ≫ 1) and large flux
variation (∆ f / f ∼ 102). It would be therefore consistent with
being produced by refreshed shocks (Rees & Mészáros 1998;
Kumar & Piran 2000b; Sari & Mészáros 2000), or by an intrin-
sic angular structure on the emitting surface (a “patchy shell”)
(Mészáros et al. 1998; Kumar & Piran 2000a), or by shock re-
flection generated by the interaction of the reverse shock
with dense shells formed at an earlier stage of the explosion
(Hascoët et al. 2015). An increase of the external medium den-
sity would require a sharp and large jump in a uniform density
profile to produce the observed increase in the observed light
curves, which seems unlikely.

A single X-ray broad peak is well outside the region of va-
lidity for the internal shock model. However, there is still the
possibility that the broad single peak that we are observing
is the result of the superposition of multiple peaks, each with
∆t/tpk ≪ 1. In the inset of Fig. 2 we sketched a possible tem-
poral behaviour for GRB140515A, where three flaring events
(with a typical profile as described in Norris et al. 2005), super-
posed to the underlying temporal decay, could be responsible
of the shape of the broad bump observed. If we consider this
scenario the observed behaviour becomes consistent with the in-
ternal shocks scenario (Fig. 6). This situation resembles the case
of GRB 050904, a GRB at very similar redshift (z = 6.29) that
shows a late time variability in the X-rays and a sudden drop of
the observed emission afterwards. However, GRB 140515A is

Fig. 6. Kinematically allowed regions for afterglow variabil-
ity in the ∆ f / f vs. ∆t/tpk plane. Coloured lines with ar-
rows represent the allowed regions for density fluctuations
on-axis (blue), density fluctuations off-axis (red), multiple
density fluctuations off-axis (green), refreshed shocks (pink)
and patchy shell (black), respectively (see Ioka et al. 2005;
Chincarini et al. 2010; Bernardini et al. 2011, for details). In this
plot we show early time (tpk ! 1 ks, grey points) and late time
(tpk " 1 ks, magenta squares) flares. The red triangles are the
three flaring episodes in GRB 140515A. The error bars account
for the uncertainty on the behaviour of the underlying contin-
uum: the lower bar corresponds to a flat power-law decay after
103 s, the high bar to a flat decay normalised to the last datapoint,
and the central value to a power-law decay consistent with the
slope of the optical light curve after 103 s.

fainter than GRB 050904 and its variability has not been fully
captured by the XRT.

4.2. Standard afterglow interpretation

In order to explain the observed light curves, we consider a
semi–analytic model that describes the dynamical evolution
of the fireball when interacting with the external circumburst
medium and the respective radiative emission in the standard for-
ward shock scenario (Nava et al. 2013). The radiative descrip-
tion is based on the model illustrated by Nappo et al. (2014),
that allows us to compute the synchrotron spectrum as a func-
tion of time, normalised to the bolometric luminosity obtained
by the dynamical model. We assume that the electrons are in-
jected with a power–law energetic distribution with index p and
can cool for synchrotron and synchrotron self-Comtpon (SSC)
radiation. The model allows to obtain at each step:

(i) the synchrotron break frequencies (i.e. the self–absorption
frequency νa, the injection frequency νi and the cooling fre-
quency νc)

(ii) the fraction of dissipated energy that is emitted in radiation
ϵrad that is used to determine the bolometric luminosity.

(iii) the comptonization parameter Y
(iv) the synchrotron spectrum Lν,syn

Since the spectrum of the radiation is estimated at each time,
the light curve at a specific frequency Fν(tobs) can be derived.

6

GRB 140515a:

Melandri et al 2015

0.33

0.83

Shallow SED slope



 0

 5

 10

 15

 20

 25

 30

 35

 0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1  1.1  1.2

hard 
26%

soft 
74%

Distribution of β of shell-type radio SNRs

Data from Cambridge SNR catalogue, D. Green

Spectral index

N
um

be
r

Particle 
energy  
distribution 
generated 
by  
Shock 
Acceleration



• Electron energy spectrum in GRB afterglows typically 
have p ~ 2.2 — 2.5, but in a minority of cases p < 2 have 
been inferred


• In case of hard energy spectrum the evolution of the 
upper cutoff energy affects the light curve


• Originally motivated to obtain consistency between 
spectral and temporal slopes of a few GRBs, the models 
required strong synchrotron cooling.


• More recently, cases of SED with flat spectrum below 
cooling frequency have been found


• What caused the diversity in energy distribution is unclear, 
shock acceleration theory tends to predict universal slope


• Even in shell SNRs a distribution of p is observed, with 
some fraction below 2

Summary


