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| Mostly Machme Learnmg with Statlstlcs mterludes

Part 1 : Overview
What is Machine Learning?
Specificities of ML in physics
Useful concepts

Part 2 : wider and deeper
NN on HEP data

various hammers and nails (including wrong ones)

Graph NN
Anomaly detection
Part 3 : even wider and deeper

ML training tricks
Surrogate models
Recommendations for ML software and tools

See CERN Inter-Experiment Machine Learning workshop May 2022
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https://indico.cern.ch/event/1078970/

ML (nor Art|f|C|aI Intelllgence) does

not do any miracles 6
For selecting Signal vs Background ,

and underlying distributions are

known, nothing beats likelihood 2

ratio! (often called “Bayesian

o™

limit”): &

Ls(x)/La(X) o+
OK but quite often Lg L are .
unknown

+ X is n-dimensional

ML starts to be interesting when
there is no proper formalism of the
pdf

=>mixed approach, if you know
something, tell your classifier
instead of letting it quess

No mlracle
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Under/Over-training




What is Overfitting A

Degree 1 Degree 4 Degree 15

—  Model - Model - Model
True function True function True function
e*e Samples e* e Samples e*e Samples

Underfitting Overfitting

http://scikit-learn.or

* What models allow us to do 1s generalize from data

* Different models generalize in different ways



Overtraining eamples

B = N G

1-Nearest Neighbor Classifier

15-Nearest Neighbor Classifier

-15

ttp //www W|IdmI com/2015/09/|mpl1

One neuron

-2 -1 [ 1 2

Three neurons

-2 -1 0 1 2

Five neurons

-2 -1 ] 1 2

Fifty neurons

Overtraining
affect all
algorithms

.when
model is too
complex wrt
amount of
training data
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under/over trammg

Gllles Louppe, git ub = =

.

03}

02}

score

Performance of the classifier

01}

Some overtraining i
..provided CrossVal
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— CV error
undertraining 2 o | e e
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https://github.com/glouppe/tutorials-scikit-learn/blob/master/1.%20An%20introduction%20to%20Machine%20Learning%20with%20Scikit-Learn.ipynb

Trammg vs_ test check

s

Thescore dlstrlbutlon should match...

..some discrepancy is OK
XGboost Hist

Arbitrary units

0.0 0.2 0.4 0.6 0.8 1.0
XGboost Hist score
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Trammg VS test check (2)

“'l
e
.f’

Important to check |

LightGBM

S (train)
B B (train)
4 - é S (test)
® B (test)

Arbitrary units

€Bug!

0.0 0.2 0.4 0.6 0.8 1.0
LightGBM score
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Cross-validation




C oss-Valldatlon

Goal of CV is to measure performance
and optimise hyper-parameters

One-fold Cross Validation

Standard basic way (default TM VA until recently)
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C ‘ oss-Valldatlon

Two-fold Cross Validation

=» test statistics = total statistics
=» double test statistics wrt one fold CV
=>(double training time of course)
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Cross-Valldatlo

5-fold Cross Validation

same test statistics wrt two-fold CV,
larger training statistics 4/5 over 2 (larger training time as well)
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Cross-Valldatlon

5-fold Cross Validation
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Cross-Valldatlon

5-fold Cross Validation
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Cross-Valldatlon

5-fold Cross Validation
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Cross-Valldatlo

5-fold Cross Validation

Note : if hyper-parameter tuning, need a third level of
independent sample “nested CV”’
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Cross-Valldatlo

5-fold Cross Validation “a la Gabor™

“Average”

Average of the scoreson AB C D is
often better than the score of one training ABCD
bonus: variance of the samples an estimate of the statistical uncertainty

(also save o fraining tme) 14 Rousseau, ICFA 2023 TIFR Mumbai, Feb 2023 13



Cross-valldatlon

Train on .

X => Testing variance

=> Testing variance

=> Testing variance

X => Testing variance

Test on
m o O @ >
>

=> Testing variance

d0UBLIBA SUIUTRI] &=
d0uBLIBA SUIUIR]] &=
d0UBLIBA SUIUTRI] &=
Q0UBLIBA SUIUIRI] &=

3 >
QouBLIBA SUIUIRI], &=
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Trammg, alldatlon, Test

Divide the labelled set into training, validation and testing sets

Original Sct
¢ » O
&
N . A% &\00
Training Testing QO L
\Q‘b« O
' \\ O O\\(b
Training { Validation Testlg s 0
| S
52 S
N
* Training set: used to train the classifier o

* Validation set (optional): choose between different methods, finite-tune parameters,
* Testing set: predict the generalization error

Ideally, look at it only once at the end

No cheat: do not use the test set to train your algorithm!
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ML hi hest crlme %

T MANAGED TO
INCREASE MY AUC! <

YOU'RE TESTING
“ ON TRAINING DATA!

-
“\ AL

N

s . ol
TRTEEE o

' -
N
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Horror storles

- See page

MIT
Technology
Review

Intelligent Machines

Why and How Baidu
Cheated an Artificial Training on test set particularly

bad because undetectable

Also in physics...

Intelllgence TGSt unless:

Machine learning getsiits first cheating scandal. ° training repro ducible
* new 1.1.d data

by Tom Simonite Jun4,2015

The sport of training software to act intelligently just got its first cheating
scandal. Last month Chinese search company Baidu announced that its
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https://www.technologyreview.com/s/538111/why-and-how-baidu-cheated-an-artificial-intelligence-test/

Learning curve




Learnmg curve

1.90 A

185 -

1.80 A

Significance

1.70 A

1.65 A

Performance as a functlon of number of tralnlng events

—— XGBoost Hist

—— LightGBM e i ———— /
—— Neural Network i

Just an example, things to look at
* plateau with full dataset ?
* behavior at low values ?

0 20000 40000 60000 80000 100000 120000 140000
Number of event for training
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Hyper-Parameter
Optlmlsatlon (HPO)

m -




Hyper Paramters ptlmlzatlon

HPO tune the auxnllary parameters for a seC|f|c problem»
=>Redo the study for many combinations

(also sklearn GridSearchCV)
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Surrogate models

Universal Approximation Theorem:
A NN can emulate with arbitrary precision any model
y=f(x) (x and y of any dimension) ...

..« if properly trained !



y camera for medlcal appllcatlo

Barycentre[naccurate & fast

t part 3

Source radioactive

=
o~
£,
¢

Scintillateur

3 mm
>

P S

16 pixels

Levenberg Marguart .o te & slow

Position re¢

Keras — 256- 4°a8curate & fast

R Mul———




Generative model

Mo&c Age Skin Yone

+ . .
Bangs Hairline Bald

. . .

Big Nose Pointy Nose Makeup
+ . +
Smiting Mouth Open Wavy_Hair
. . .
Beard Goatee Sideburns
+ + .
Blond_Hair Black_Hair Gray Hair
’ . .

Eyeglasses Earrings Necktie

+

.

+

ML & Stat part 3, David Rousseau, ICFA 2023 TIFR Mumbai, Feb 2023 30



GAN showers

.....................

X
Cells energies

(just cell energies)

Geant4 |

it part 3,

Half of LHC grid computers (~1.000.000
cores) are crunching Geant4 simulation
24/24 365/365

...while LHC experiments are collecting
more and more events

=>reducing CPU consumption of
simulation is very important

Imagine training a GAN on single particle
showers of all types and energies

Then when an event is simulated it would
ask for GAN showers on request
(superfast by 3-4 order of magnitude)

David Rousseau, ICFA 2023 TIFR Mumbai, Feb 2023 31
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Showers / 1 GeV

50
10°E y E-65GeV, 0.20 <INl <0.25

102y

10t

L LA B R AL L B
| ATLAS Simulation Preliminary 4 Geant4 |
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Showers / 2 GeV
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106L ATLAS Simulation Preliminary 4 Geant4 |
F v,E=65GeV,0.20<Inl <0.25 245555 \IAE 3

I EM Barrel 3 .
- x2/ndf = 20 (VAE) | GAN

10%E y2/ndf = 80 (GAN) 3

103}
102

10k

1OOEI L1

Energy [GeV]

* Speed: <Ims compared to 10s

* Promise : as accurate as more
classical parameterisation approach
with less hand tuning

« Sufficient accuracy ?

* Handling of edges ?

Just an example,
many more generative
models in arXiv
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Sim./Ref.

Simulation of energy resolutlon
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So much progress since 2016

#Dall- e lefu5|on' model

an espresso machine that makes coffee from human souls, artstation panda mad scientist mixing sparkling chemicals, artstation a corgi’s head depicted as an explosion of a nebula

GAN becoming obsolete, can we do something with diffusion model ?
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https://twitter.com/MathisHammel/status/1561628989453733889?s=20&t=MCdtnC3PS4Z9CPw0-2v0Tg

Slmulatlon W|th dlffllSlO odel

‘ — ‘ | Mlkuh Nachman
Fast Canrlmeter Slmulatlon ChaIIenge Datasets 20

Open Geant4 simulation, 3 datasets of increasing detector
complexity

=»seems to work, claim it is easier to train
However inference (=generation) slower

Geant4, layer number 10

CaloScore: VP, layer number 10
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https://arxiv.org/pdf/2206.11898.pdf
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Bad paper Good paper
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Simulation

Style transfer, to fix simulations ?
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Adversarial examples




Adversarlal examples
‘ ." ; // - ffff 7

‘ Subtlealteratlon f an image fooling a cIaSS|f|er

Brmany spaniel Tabby cat
score: 0.99863 score: 0.99947

.

Trombone
score 0 99998
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Interpolatlon \fs Extrapolation

<
b 3=
= =
= =
— (v}
O =
> >
O/ [

Interpolation

10

>

0 20000 40000 60000 80000 100000
GDP per capita

20 40 60 80 100120 140 160 180 200

Interpolation/Extrapolation already ill-defined in 2D, what about large dimensions ?
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Adversarlal exampleS (2)

Extraneous ob]ect

=>more worrying, for HEP it would be e.g. a glitch in the data which
IS not simulated

ML & Stat part 3, David Rousseau, ICFA 2023 TIFR Mumbai, Feb 2023 45


https://www.theverge.com/2019/4/23/18512472/fool-ai-surveillance-adversarial-example-yolov2-person-detection

Adversarlal examples

L|ke an optlcal |IIu5|on for a NN

Tune for a specific known NN =>» fools
many NN (share a common behavior)

Dangerous for physics if we rely more and
more on NN ?

Not really because one has to have a
deliberate intent to fool a DNN
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Wrapping-up




] !

ML play9r°" d

data

papers

—)

ML & Stat part 3, David Rousseau, ICFA 2023 TIFR Mumbai, Feb 2023 48



1 want to start W|th ML where do | start‘?.

7 a

Start W|th HEP and ML school week onlme (slldesrcordmg, hands— |
on) :

SOS 2022 (France, in english)

HEPML Schoool 2020 next one Apr 2023 in Erice, Italy, no remote
participation but updated material will be available

Available computing resources, GPU ? (laptop is already a very
good start)

Many papers are now releasing code in addition to paper
The book ($$$ but many chapters on arXiv)

|N$E['LF|_'GCEIQ%: i Artificial Intelligence for High Energy Physics

FOR https://doi.org/10.1142/12200 | March 2022
HIGH ENERGY ps:dolorg |
PHYSICS Pages: 828
Edited By: Paolo Calafiura (Lawrence Berkeley National Laboratory, USA), David Rousseau (Labor.
Infinis Iréne Joliot-Curie, France), and Kazuhiro Terao (SLAC National Accelerator Laboratory, USA

UETADN:L @ & Tools < Share Recommend to Library

49


https://indico.in2p3.fr/event/26179/timetable/?view=standard
https://en.pelican.study/classroom/213/dialogs/

ML Tool Root or n

" Root-TMVA de-facto standard for ML in HEP
Has been instrumental into “democratising” ML at LHC (at least)

Well coupled with Root (which everyone uses)
But: not quite up to date for BDT and Neural Network

Advice :
use uproot (pip install uproot) to read a ntuple into a python notebook (and
then write .csv or .h5 file)
Then carry on with Xgboost or lightgbm, and python ecosystem scikit-learn,
matplotlib etc...
Note in passing : for (weighted) histogram fitting with proper
uncertainties, root is still better than scipy etc... (I would like the
pyHep group to take this on board)
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https://iris-hep.org/projects/uproot.html
https://hepsoftwarefoundation.org/workinggroups/pyhep.html

ML Tool XG Boost

XGBoost Xtreme Gradlent Boostmg
https://github.com/dmlc/xgboost, arXiv:1603.02754

Written originally for HiggsML challenge
Used by many participants, including number 2

Meanwhile, used by many other participants in many
other challenges

Open source, well documented, and supported
Has won many challenges meanwhile

Best BDT on the market, performance and speed
Classification and regression

In general, much easier to start with BDT (very fast
training and simple to tune), and often sufficient for
tabular data
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https://github.com/dmlc/xgboost
https://arxiv.org/abs/1603.02754

ML Tool
SC|K|t Learn toolbox for Machme Learmng in python

Open source (several core developers in Paris-Saclay)

Modern Jupyter interface (notebook a la Mathematica)

Built on NumPy, SciPy, and matplotlib

(very fast, despite being python)

Install on any laptop with Anaconda

All the major ML algorithms (except deep learning)

Superb documentation

Quite different look and fill from Root-TMVA
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http://scikit-learn.org/
https://docs.continuum.io/anaconda/install

ML Tool Neural Networks

Two major libraries for Neural Networks:
TensorFlow (Keras interface) developed by Google
pyTorch developed by Meta
Both are free open source
Both can “talk” to GPU with (in principle) minimal effort (cuda...)
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Why ML for physms |s spemal" |

our data are rarely |mages

Often very good (but never perfect)
simulation/model

Large data and very detailed models: =»need
for speed

(almost) all physics papers conclude with a
measurement with uncertainty (or Confidence
Interval, or p-value...)

=>we are not just taking off-the-shelves tools
developed by the GAFAM

=>HEP ML developments relevant to other
sciences
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ML m productlgn

We (in HEP) are anaIysmg data from muIt| b||||on € prOJects-)shouId make
the most out of it!

Recent explosion of novel (for HEP) ML techniques, novel applications for
Analysis, Reconstruction, Simulation, Trigger, and Computing

Some of these are ~easy, most are complex: open source software tools
(sklearn, xgboost, Keras, Tensorflow...) are easy to get, but still need
(people) training, know-how

Never underestimate the time for :
(1) Great ML idea=>
(2) ...demonstrated on toy dataset=>
(3) ...demonstrated on semi-realistic simulation =
(4) ...demonstrated on real experiment analysis/dataset =
(5) ...experiment publication using the great idea
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