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India-ALICE-CERN Jammu (Jammu Univ.)
Chandigarh (Panjab Univ.)
Aligarh (AMU)
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(IOP,NISER)

Kolkata
(VECC, SINP, 
Bose Inst.)Mumbai 

(IIT-B,)

Guwahati
(Univ. of Guwahati)

Indian Institutes in ALICE

1. Kolkata:   VECC 
2. Kolkata: SINP
3. Kolkata: Bose Institute
4. Kolkata: University of Calcutta*
5. Kolkata; Jadavpur University*
6. Aligarh: Aligarh Muslim  

University
7. Bhubaneswar: Institute of 

Physics
8. Bhubaneswar: NISER
8. Chandigarh: Panjab University
9. Guahati: University of Guahati
10. Indore: IIT
11.Jammu: University of Jammu
12. Mumbai: IIT, Bombay
13. IISER Berhampur*
14. University of Kashmir-Srinagar*
15. Central University of Tamil 

Nadu*
16.Cooch Behar Panchanan Varma 

University-Coochbehar *
17. Mumbai: BARC*
* Associate members

39 countries, 164 
institutes, 1917 members
about 1000 signing authors 

India in ALICE 
• 125+ members 
• 50+ Ph.D. scientists 
• 35 authors 

India is a major partner in ALICE since its 
inception. 

Largest non-European participation 4/50



India participation in ALICE-physics @CERN-LHC

Physics WG ~ Indians 
involved

Analysis work carried out by Indian groups 

PWG-MM 8 Analysis of the PMD data
PWG-CF 14 EbyE fluctuations, higher moments, intermittency,

Particle correlations, Flow, and HBT
PWG-LF 18 Spectra, All hadronic resonances: K*, φ, Λ*, …

Nuclei and exotica
PWG-DQ 10 J/ψ production, Inclusive production of Upsilon(1S), 

Upsilon(2S) and Upsilon(3S)
Heavy Flavour muons

PWG-JE 5 Jet shape, jet properties
PWG-GA 2 Neutral pions, isolated photons
PWG-HF 18 Hadronic decays of heavy flavour

Heavy flavour leptons
Correlations and jets

Study of quark gluon plasma and its properties 
Involvement in almost all physics working groups
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India participation in ALICE-detector@CERN-LHC

PMD
photons

MUON arm 
µ-pairs

PMD: 100 % Indian 
effort: from conception 
to commissioning 
(design, fabrication, 
installation, controls, 
DAQ)
48 Modules with 
221,184 gas cells

Station-2 of Muon 
arm Collaboration 
France, India, Italy 
and Russia
Cathode Pad 
Chambers ~100m2 
1.1x106 channels, 
occupancy < 5% (in 
Pb+Pb) 
Read out rate:1 kHz 
Chamber material 
thickness: ~ 3% X0
Spatial resolution: 
~50 µm

MANAS: 16-channel shaping-amplifier and track-and-hold
MANU board: readout of 1.1 million-channel
First large-scale production of ASICs in India
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PMD Commissioning  - August 2008 PMD De-commissioning - December 2018 

Placing on record thanks to ALICE:
• Technical Coordination
• Run Coordination
• Offline Coordination
• Physics Coordination
• ALICE Management

 PMDInstallation2009 < ALICE < TWiki

 Installation Pictures-PMD 4
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Physics publications from PMD so far (1)
Inclusive photon production at forward rapidities in proton-proton collisions at 
√s = 0.9, 2.76 and 7 TeV, ALICE, EPJC 75 (2015) 146

1 2 3 4 5 6 7

〉 γ
 N〈

) γ
P

ro
b
a
b
ili

ty
 P

(N

-310

-210

-110

 = 0.9 TeVsALICE, 
 = 2.76 TeVsALICE, 
 = 7 TeVsALICE, 

pp, INEL

 < 3.9η2.3 < 

〉 
γ

 N〈/γz = N
1 2 3 4 5 6 7

R
a

tio

0

1

2

3
ALICE (2.76 TeV/0.9 TeV)
ALICE (7 TeV/0.9 TeV)

beam
 - yη

-6.5 -6 -5.5 -5 -4.5 -4 -3.5 -3

ηd
γ

d
N

 
e

vt
N

1

1

2

3

4

5

6

 = 0.9 TeVsALICE, 

 = 2.76 TeVsALICE, 

 = 7 TeVsALICE, 

 = 0.9 TeVsALICE, 

 = 2.76 TeVsALICE, 

 = 7 TeVsALICE, 

 = 0.9 TeVs PYTHIA ATLAS-CSC, 

 = 2.76 TeVs PYTHIA ATLAS-CSC, 

 = 7 TeVs PYTHIA ATLAS-CSC, 

pp, INEL

Hints of violation of longitudinal scaling and 
KNO scaling 8/50



Physics publications from PMD so far (2)
Inclusive photon production at forward rapidities in pp and p−Pb collisions at 
√sNN=5.02 TeV, ALICE, Eur. Phys. J. C 83 (2023) 661

These results of inclusive photon production in pp and p–Pb collisions provide 
important input for the tuning of theoretical models and MC event generators and help 
to establish the baseline measurements to interpret the Pb–Pb data.
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India participation in ALICE-2.0@CERN-LHC

NOV 2013 MAY 2015MAR 2014

Indian contribution
o Common Readout Unit (CRU)
o TPC – GEM detectors
o Muon Forward Tracker (MFT)

Test set-up at SINP for one PCB segment of the            A full readout motherboard being tested  and  
readout mother-board of 2nd Muon Tracking                  validated at CERN. Each motherboard has 
station of  ALICE                                                            has 7 segments and 18 such motherboards 
                                                                                         designed indigenously and fabricated in India  

May 12, 2017: First CRU 
Board@VECC

Prototype triple GEM detector and 
first signal

GEM @ VECC 

2/6/2016 7ALICE-INDIA Collaboration meeting, Kolkata

Cosmic ray setup and Efficiency 
measurement

3F

GEM

Triggered sig.

SC 1

SC 3

SC 2

GEM

•Because of very small overlap zone at the middle of the read-out probability of false trigger 

was negligible.

•Triggered count rate was very low (~1/min).

•SC 1 and SC 2 were

dimension of 2.5 X 2.5

cm2.

•SC3 was7X5cm2.

•Read-Out area of GEM

was10X5cm2.

2/6/2016 11ALICE-INDIA Collaboration meeting, Kolkata

GEM detector for 
ALICE TPCDec 2016 - PCIe40 BOARD 

IMAGES,  First PCB@VECC
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Physics with forward region in ALICE
Low-x parton distribution function and gluon saturation

Gluon saturation

• low-x structure of protons and 
nuclei essentially 
unconstrained experimentally

• gluon density increases with Q2 
and 1/x

• leads to very high gluon density
• problems with unitarity(?)
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Physics with forward region in ALICE
Low-x parton distribution function and gluon saturation

from evolution equations (DGLAP, 
BFKL): 
• for high density non-linear 

processes become important
• gluon saturation below 

saturation scale
• enhanced in nuclei

No proof of non-linear dynamics 
yet 12/50

Nucl. Phys. B188 (1981) 555–576
Nucl. Phys. B268 (1986) 427–452 



Physics with forward region in ALICE
Low-x parton distribution function and gluon saturation

Physics of the FoCal 5

Fig. 1: Partonic kinematics in terms of momentum-fraction x and momentum-transfer Q calculated for various
measurement channels within the experimental acceptance of current data and planned experiments which probe
hadronic structure. Left panel: EM probes (i.e. direct photon and Drell-Yan measurements) from hadronic colli-
sions, and DIS measurements including the future EIC project; right panel: hadronic and UPC measurements at
RHIC and LHC. The estimated saturation scales for proton and Pb are also indicated as discussed in the text. The
horizontal dashed line indicates the kinematic cuts above which data are usually included in the determination of
PDFs. At HERA, and hence possibly at EIC, pQCD fits worked down to even Q ⇡ 0.8 GeV. Possible measure-
ments with the CMS HGCAL are denoted with dashed gray line, indicating that it is not clear if EM measurements
related to saturation such as the measurement of direct photons can be done with HGCAL which is optimized for
high-energy jets or photons from Higgs decays. The same notation has been used to indicate the possible direct
photon performance for LHCb and Drell-Yan capabilities for the MFT.

x1,2 ⇡
2pT exp(±y)p

s
, (1)

where x typically denotes the negative-rapidity case x2. In this approximation, measurements at large y

and low pT for a given
p

s are most sensitive to the smallest values of x . Eq. 1 neglects non-perturbative
fragmentation effects, which are relevant in particular for hadronic observables. For pA collisions at the
LHC,

p
sNN = 8.8 TeV 2, while for RHIC we use

p
sNN = 0.2 TeV.

The left figure also shows the coverage for regions probed by nuclear DIS measurements [17–20], in-
cluding the EIC [2], as well as direct photon and Drell-Yan measurements by the RHIC cold nuclear
upgrade program [21], for which STAR has constructed forward detectors covering 2.5 < h < 4 [22].
3

Figure 1 shows that FoCal and LHCb measurements reach much smaller x than other existing and planned
measurements, with FoCal able to reach to the smallest x measurable prior to the far-future LHeC [23]
and FCC [24]. Both LHCb and FoCal photon measurements are planned which extend to even lower
pT and lower Q. The corresponding regions for these challenging measurements are shown in the left
panel of Fig. 1 as dark (FoCal) and open (LHCb) trapezoids. For FoCal, the main challenges at very
low pT are the large background of decay photons and the increasing contribution from fragmentation

2For pp collisions at 14 TeV, FoCal could probe to even smaller x ⇠ 5⇥10�7.
3The performance of the ALICE muon arm to measure DY has not been explored. Hence, the corresponding accep-

tance (2.5 < h < 4) (labelled as MFT) is only shown with a dashed line.

13/50

Observables: 
– inclusive isolated photon production
– isolated photon+jet (same as inclusive isolated 
photons)
– inclusive jets  
– dijet photoproduction in UPCs
– cross section ratios of J/ψ and ψ(2S) production 
on ion vs. on proton targets in UPCs
– γ-π0 correlation: calculation of the partonic-level 
process only requires the dipole cross section, but the 
π0 Fragmentation Function presents an additional 
uncertainty which is harder to control theoretically. 
This channel could be reclassified as “cleanly 
interpretable” if there is sufficient theoretical confidence 
in the π0 FF at NLO. 
– dijets and dihadrons: quadrupole evolution at NLO 
needs to be constructed and solved. This is doable in 
principle but is numerically complex- a dedicated 
theory effort is needed.
– the cross section ratio for exclusive production of 
J/ψ and ψ(2S) in UPCs. The main uncertainty is the 
scale dependence at NLO. 
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Fig. 52: Azimuthal distribution of isolated cluster–p0 correlation functions in the FoCal acceptance in pp collisions
at

p
s = 14 TeV, simulated by PYTHIA. Red markers show the correlation functions calculated by PYTHIA for

selected bins in ptrig
T and passoc

T . Uncertainties are those of the simulated data-set. Black markers show pseudo–data
wiyth uncertainties corresponding to integrated luminosity Lint = 100 pb�1, whose shape is obtained from a fit to
the simulated data.

bin (lower-right panel) which results significant deviation between simulation and pseudo–data in this
bin.

The pseudo–data are then refit using Eq. 21. Figure 53, upper panel, shows the width and its uncertainty
from this fit, in selected trigger and associated pT bins. The distributions are narrower in azimuth for
larger trigger and associated pT, reflecting the expected collimation of the recoil jet peak. The lower
panel shows the relative statistical error, which is 1% or smaller for all choices of kinematics considered
here.

The colored bands show the uncertainty of the width extracted from the fit for Lint = 1, 10, and 100
pb�1. As noted in Sec. 1, the FoCal scientific program includes several collision systems with a range of
project Lint. The case explored in this study, pp collisions at

p
s = 14, has both the largest production

cross section for hard processes and the highest Lint compared to the other systems, and its projections
therefore have the highest statistical precision; consideration of lower Lint values in Figure 53 indicate
the precision achievable by the other collision systems. The bands in Figure 53, lower panel, provide
estimates of the sensitivity of this measurement to modifications in the gdir–p0 azimuthal distribution due
to saturation effects.

8.2 Extraction of direct photon-p0
correlations

The physical quantity of greatest interest in this area is the gdir–p0 correlation function. However, the
measured giso–p0 correlation function discussed in the previous section contains additional contributions
from fragmentation photon and from p0 triggers. For the inclusive gdir measurement such contribu-
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Fig. 51: Top: Number of isolated photons or clusters at different analysis stages, as a function of pT, see text for
the details. Bottom: Efficiency and purity as a function of pT.

is assigned as a reconstructed p0, and this cluster pair is removed from the cluster pool;

– The procedure is repeated until no p0 candidates are found in the p0 mass window in the event.

Figure 52, red markers, show the raw isolated cluster – p0 candidate correlation generated by PYTHIA
at the detector level, for pp collisions at

p
s = 14 TeV. In contrast to dihadron correlations (Sec. 7), there

is no near-side correlation peak, but rather a small dip, at Dj = 0 that results from the isolation cut. The
statistical error of the red points is that of the simulated dataset.

In order to estimate the statistical precision of this measurement for the projected Run 4 integrated
luminosity, Lint = 100 pb�1, this distribution is fit with a function consisting of a Gaussian distribution
plus a constant,

f (Dj) = c+
1

s
p

2p
e�(Dj�µ)2/2s2

(21)

which is used to generate a pseudo–data distribution with the projected statistical erro. First, the number
of triggers in a given bin is scaled to correspond that expected for integrated luminosity for pp in Run-4
of 100 pb�1. The number of sampled pairs is then estimated, such that the ratio of the isolated trigger
clusters and associated p0 candidates is the same between the pseudo–data and simulation in every trigger
and associated pT bin.

The black markers in Figure 52 show the pseudo–data for the raw correlation function with statistical
error corresponding to Lint=100 pb�1. Since the fit does not incorporate a dip structure at Dj = 0,
this structure is not present in the extrapolated distribution; in any case it is not of physical interest.
The shape of the fit function does not describe the simulation well in the highest trigger and associated

Statistical precision of this 
measurement for the projected Run 4 
integrated luminosity, Lint = 100 pb -1.

The fit function on measured 
distributions used to get pseudo-data 
for Lint = 100 pb -1.

The width and error are calculated 
from the pseudo-data.

3/28/25
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Isolated cluster–π0 correlation
Azimuthal distribution of isolated cluster–π0

correlation functions in the FoCal acceptance in pp 
collisions at √s = 14 TeV.

(NISER)
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Fig. 53: Upper panel: width s and its uncertainty from a fit to giso–p0 correlation functions in pp collisions
at

p
s = 14 TeV for selected trigger and associated pT, from pseudo–data with statistical error corresponding to

Lint = 100 pb�1. Lower panel: relative error. See text for details.

tions can be suppressed directly using shower shape and invariant mass tagging, as described in Sec. 4.
However, correlation observables are more complex, and additional techniques must be developed to dis-
criminate the gdir–p0 correlation of interest from background processes. In this note we present an initial
study for such discrimination based on iterative Bayesian unfolding, as implemented in the RooUnfold
package [42].

Figure 54 shows the raw correlation function in 10 < ptrig
T < 15 GeV/c and 1 < passoc

T < 2 GeV/c
(black open squares), also shown in Fig. 52, and which we label “detector level.” The Monte Carlo truth
is the gdir– true p0 correlation calculated by PYTHIA (“particle–level,” blue open circles). Note that
the particle-level distribution does not have a dip at Dj = 0, because does not incorporate an isolation
cut. The difference in overall normalization of the results originate mainly from finite p0 reconstruction
efficiency.

A response matrix is also calculated, representing the transformation between particle and detector-level
distributions. Figure 54, red open triangles, shows the result of unfolding the raw correlation function
from a sample of detector-level events that is statistically independent from the detector-level input. Good
convergence of the unfolding is obtained after three iterations.

This study demonstrates closure of the unfolding process, which as such is the expected outcome. The
application of this approach to data analysis requires detailed assessment of the systematic effects and
uncertainties of unfolding. In particular, transformation between the correlation function of giso–p0 at
the detector level and gdir–p0 at the particle level may have a strong dependence on MC modeling. Other,
more data-driven approaches should also be explored.

The bands in lower panel, provide estimates of the sensitivity of this 
measurement to modifications in the γdir–π0 azimuthal distribution due to 
saturation effects for 100 pb-1 ,10 pb-1 , and 1 pb-1

Estimation of the precision of width measurement

3/28/25
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(NISER)
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Impact on Recent nNNPDF 

Recent nuclear PDFs: nNNPDF minimises theoretical assumptions 
• No constraints on x < 10-2 from DIS
• FOCAL provides significant constraints over a broad range of x ~10-5 - 10-2

• Outperforming significantly the EIC in this aspect 

M. van Leeuwen, 
arXiv:1909.05338,
based on R. Khalek et al., 
arXiv:1904.00018

FoCal pseudodata with nNNPDF Impact of FoCal refit on nNNPDF

𝑥 ≈
2𝑝!
𝑠
exp −𝑦
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Forward calorimeter (FOCAL) in ALICE
FoCal-E: high granularity Si-
W electromagnetic 
calorimeter for g and p0

measurement 

FoCal-H: conventional 
hadronic calorimeter for 
isolation and jets

at z ≈ 7m:  3.2 < h < 5.8

TDR approved by LHCC and 
RRB

17/50



Forward calorimeter (FOCAL) in ALICE

FoCal-H
Transversally segmented spaghetti calorimeter
Tot thickness ~ 6 𝝀had

FoCal-E

20 Layers (LG + HG Si detectors  + W absorbers). Tot ( ~ 20 X0)

3.2<η<5.8 (3.4<η<5.5)

18/50



Forward EM-calorimeter (FOCAL) in ALICE
20 layers: 
W (3.5mm ≈ 1 X0) + Si-sensors 
hybrid design (2 types of sensors)
• Si-pads (≈ 1 cm2): 

energy measurement, timing(?)
• CMOS pixels (≈ 30x30 µm2): 

two-shower separation, position 
resolution

19/50



FOCAL DesignE-Pad E-Pixel

1 cm

30 μm

F-H-Cal design: Cu capillary-tubes* 
enclosing BCF scintillating fibers SiPM 
readout

18 PAD layers + 2 PIXEL layers ( = 1
Module, 20 X0). FoCal-E: 22 modules

20/50



ALICELS3 schedule

Install FoCal (July 2028)•Global commissioning: 4 months

•Contingency after installation: 15 months
→this period could be used for calibration with beams at SPS

LS3 end

(May 2030)

Global
commissioning

(4 months)
Contingency 
(15 months)

FoCal@SPS

21/50



FoCal-E PAD

•Test production module in 2025

•Sensor production will be completed by the end of 2026

•Tungsten plate: by Q1 2027 (two batches)

•Pad sensor unit: by Q1 2027

•Pad segment (layer): by Q3 2027

•PIXEL-PAD integration: June 2027 - June 2028

22/50



Prototype: Design of the 8×9 Si pad array 

Wire Bonding Pad

Probing Pad

(d)(c)

(b)

Part of 
Pad cell

Scribe line

Guard rings

(Dimension in microns)

82.6 mm

92.6 mm

(a)

8 x 9 Si pad array

Single pads 
(10 mm2)

Wafer-level mask design 

Guard ring design 

inter pad distance 
of around 80 μm 

Layout of a single pad cell 
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Simulations (TCAD) 
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Design parameters
Specification of Si wafers used for device fabrication. 

Specification of photo-mask used during device fabrication 

Design goal: leakage current ~ 10 nA or smaller
Capacitance ~ 40-50 pF
Full depletion voltage ~ 50-60 V

25/50



Detector – prototype + electronics

Si pad array on a 6-inch n-type Si 
wafer 

(a) (b) (c) (d)

FEE board (82.6 mm× 100.6 mm) is 
placed on top of the detector 

Bharat Electronics Limited (BEL) wafer fab 
in Bengaluru, India 

26/50



27

Update on Single pad array PCB: LPSC, Grenoble design

Si pad array detector readout PCB fabricated, 3 assembled and tested, its working as it should.
(Thanks to Kirti, Micropack Private Limited and KHMDL, Bangalore, India)

Front view: 8 cm x 11 cm
Back view



Basic probe station @ NISER

Assembled basic Si-detector wafer/die probe station: 
Ready to perform IV/CV of single pad cell, work in 
progress for IV/CV of Si pad array 

Probe station with dark box 
in clean room (class 1000) 28/50



Laboratory tests (1)
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Laboratory tests (2)
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LED test set-up at NISER

Pulse
generator

Si pad array
Coupled to HGCROCv2

Blue LED

KCU105
(DAQ Board)

Trigger in

Trigger out 0 50 100 150 200 250 300
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LED pulses: 72 pads
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Sr-90 source test at NISER
Sr90 e- signals from PSc & TTL clock:

NIM logic
TTL

PSc

Detector DAQ Board

Sr90 source (37 MBq)
Computer

Test setup: Schematic:

PSc signal

TTL

KCU105 
DAQ Board

Plastic Scintillator

Detector

Al collimator box

TTL In

Test setup: Photograph:

Interface board
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32/50~ 2 MeV electron response.



Test beam at CERN – T9
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Test-set-up at CERN

Tungsten plates
Si pad array

Coupled to HGCROCv2 PCB

KCU105 
(DAQ board)

Beam

Interface 
PCB

HGCROCv2

Trigger Scheme used with e- beam

PS: Plastic scintillator

DAQ Board 
(KCU105)

TTL out
Computer

Small PS1&2
Beam

Cherenkov Si pad array + 
HGCROCv2

Big 
PS1

Big 
PS2

NIM-to-TTL

Discriminator

logic AND

Small PS (2 & 3)

Beam

PS1

PS4
Large
 PSc1

Beam

Small 
PSc 2&3

W plates Large PSc4

Si-pad detector

JINST 19 (2024) 09, P09016 34/50



Response to Pion beam

JINST 19 (2024) 09, P09016 35/50



Response to electron-beam
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Response to electron-beam
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Calibration 
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Longitudinal profile 

0 1 2 3 4 5 6 7 8 9
Radiation length

0

0.5

1

1.5

2

2.5

3

3.5

4

D
ep

os
ite

d 
en

er
gy

 (M
eV

) GEANT4 sim.
-fitΓ

1 GeV
2 GeV
3 GeV
4 GeV
5 GeV

0 1 2 3 4 5 6 7 8 9
Radiation length

0

2

4

6

8

10

M
ea

n 
cl

us
te

r s
iz

e

GEANT4 sim.
-fitΓ

1 GeV
2 GeV
3 GeV
4 GeV
5 GeV

JINST 19 (2024) 09, P09016
39/50



Irradiation test results

Irradiated with fast neutrons up to the fluence of 5 × 10^13 1 MeV neq/cm2 at 
the RIKEN Accelerator-driven compact Neutron Systems (RANS) in Japan, 
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The irradiated pad showed no 
response to the 90Sr source at 
voltages up to 180 V 

•e-Print: 2406.08144 [physics.ins-det]
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https://arxiv.org/abs/2406.08144


P-type Si pad array (8x9) development 
Semiconductor Lab. Mohali and NISER Bhubaneswar, India

Similar R&D ongoing with BEL+VECC, Kolkata

41/50



P-type Si pad array (8x9): Design details

TCAD Simulation results

Simulated IV
Detector layout

Plots received from SCL, Mohali 4242/50



P-type si pad array (8x9): Some photographs after fabrication
Packaged

 single pad cell
Detector at 6-inch wafer level

Diced 8x9 Si pad array

Photos received from SCL, Mohali 43/50



Electrical characterization results: IV and CV test

Full depletion ~ 220VDetector capacitance ~ 40 pF/cm2
Selected few good pads 

on a single wafer
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Test of packaged array with HGCROCv2 chip at NISER

Sr90 e- source: MIP spectrumTest setup at NISER Si 
lab

x-y system
for scanning the source on 8x9 pad array

Si pad array
Plastic

scintillatorSr-90 

KCU105
DAQ board
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Planned test setup

46

Beam

single p-typesingle p-typen-type
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FoCal-E PAD (India) 15

• Indian produced p-type main sensors
• Tested at CERN PS Oct-Nov, 2024
• presented here from wafer foundry SCL (Chandigarh) 47/50



Pad 2025 14
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FOCAL dominating the India-ALICE activities
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